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This paper proposes improvements to the Aures’ tonality metric, which can be used for estimating the
frequency masking of complex sounds. The perception of tonality has been extensively studied in simple
sounds, such as pure tones and narrowband noise signals, but there are no solid conclusions in the case of
complex sounds. Previously, Aures’ method has been mostly used in the psychoacoustic analysis of noise
signals. The modifications presented here are a better spectral resolution, a lowered tonal threshold, and
a different exponent in one of their weighting functions. These may appear to be minor changes from the
original Aures (OA) method, but they have proven to be significant for perception. The improved Aures
(IA) method has been validated by a subjective test using three different multitone signals in the presence
of a narrowband noise, whose result is the subjectively perceived masking thresholds. Results show that
the IA method presents an average error of 0:8 dB when predicting the subjective masking thresholds
provided by the test, while the average errors of the OA and a baseline spectral flatness method exceed
5 dB. In addition, a second subjective test has been carried out to assess the perceptual equalization of a
music signal using the proposed IA and spectral flatness methods. The second test confirms that the IA
method is preferred. Therefore, the improved Aures method is proposed as a reliable tonality metric
for complex sounds, such as multi-tone signals and music.
� 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The way we perceive sounds has been studied from a system-
atic point of view for several decades [1], giving rise to the field
of psychoacoustics [2]. The knowledge provided by psychoacoustic
studies has been used in the field of digital audio processing, and
there are numerous algorithms designed to process sounds from
a perceptual point of view [3]. A perceptual effect that has been
extensively studied and modeled in the audio processing field is
the frequency masking between two sounds, also known as simul-
taneous masking. According to [2], when two different sounds are
perceived by the auditory system at the same time, the target
sound (or masked sound) suffers a change in its perception due
to the other sound (or masking sound). This effect can be analyzed
using the frequency masking threshold model (MTM), which quan-
tifies the minimum sound pressure level of the masked sound to be
audible in the presence of the masking sound.

The most popular applications where the MTM is applied are
audio coding [4–6], adaptive audio equalization [7,8], speech
enhancement regarding environmental noise [9,10] and evaluation
of noise annoyance in general, but especially in cars [11,12]. Gen-
erally speaking, the MTM is used to boost the speech or music
above the level of the added noise in order to improve its intelligi-
bility, audibility or any other desired characteristic.

Different approaches have been proposed to estimate the fre-
quency masking threshold of the masker sound, but the model
originally proposed in [5,6] is commonly used in the audio process-
ing field. This model applies a ‘‘masking pattern” at every critical
band mimicking the way our hearing system processes the sounds.
The shape of the masking patterns have been thoroughly studied
over the years as shown in [13], where an extensive analysis of dif-
ferent masking patterns, also called spreading functions, can be
found.

Although these spreading functions represent the masking pat-
tern for narrowband signals (understood as those signals whose
frequency content is within a single critical band), they have also
been used for the analysis of broadband and multi-tone signals,
which are referred here as complex sounds. The masking of broad-
band signals was first studied by Green [14], whose experiments
showed that the energy contributions of the different maskers
should be summed up to generate the overall masking curve of
the broadband signal. This phenomenon is commonly known as
‘‘additivity of masking” [2,15].
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Fig. 1. Block diagram of Aures’ method to estimate tonal factor lm.
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The experiments described in [16,17] show that the narrow-
band noise and pure tone signals do not mask equally even
though they present the same SPL values and are located at the
same critical bands. Therefore, the MTM not only considers the
masking patterns, but also the asymmetry of the masking. This
asymmetry is modeled through the tonality offset or tonality
metric, which estimates the shape of the energy distribution of
the masker sound, ranging from a flat (noise-like) shape to a peak
(tone-like) spectrum [16]. Its effect on the masking threshold
was studied by Zwicker through empirical tests [2], but several
models and methods have been proposed afterwards to estimate
it for its inclusion in the MTM. The tonality metric most com-
monly used at present for audio signals was proposed by John-
ston [5]. Similar approaches to this method have been used in
perceptual audio coding [6,13,18] and music equalization in
presence of noise [7,19]. Although the approach of Johnston
has been widely used, it can be inaccurate for certain complex
sounds such as speech, multi-tone and high frequency noise sig-
nals [6,20].

In [21], a second set of methods to estimate the tonality metric
can be found. However, none of these methods have managed to
accurately describe the tonality of complex sounds [21,22]. A last
tonality metric is the method proposed by Aures [23], which was
studied in depth by Hastings [22,24]. Aures’ tonality has proven
to be very relevant in the psychoacoustic modelling of machinery
tonal noises. In [25], it is shown how the subjective annoyance
almost linearly depends on the ‘‘Tonality exceeded 5% of the time”
factor for aircraft noises with similar loudness level. Recently, [26–
28] have proposed the inclusion of the tonality into the psychoa-
coustic annoyance model created by Zwicker [2] to evaluate tonal
noises produced by high-voltage transformers, wind turbines and
aircraft engines, respectively. Torija et al. [29] also use Aures’
tonality to predict the subjective annoyance of aircraft noise. How-
ever, they noticed a poor performance of Aures’ model when the
aircraft noise is formed by tones evenly spaced across the fre-
quency spectrum, suggesting further optimization of some param-
eters of the Aures tonality model.

In this paper, a new approach based on the original Aures (OA)
method and called here the improved Aures (IA) method is pro-
posed in order to estimate the tonal factor affecting the masking
threshold model. The improvement is mostly related to the com-
putation of the tonal weighting used in the method explained in
Section 2.3, but the whole Aures’ method is revisited. In order to
validate the proposed IA method and compare it with the original
Aures’ and Johnston’s methods, a first subjective test has been
designed to obtain the perceived masking threshold of a multi-
tone signal in the presence of a narrowband noise. The experimen-
tal results obtained in the test are then compared to the MTM com-
puted with the three tonality metrics: original and improved
Aures, and Johnston, and the proposed model is validated as the
best fit. Afterwards, a second subjective test is carried out where
an audio signal in the presence of broadband noise is perceptually
equalized [7,8] using the improved Aures and Johnston models to
compute the tonal factor. Again, the results validate the proposed
model for its use with complex sounds as music and broadband
noise.

The outline of the paper is as follows: Section 2 describes the
improved Aures model used to estimate the tonal factor included
in the tonality offset of the MTM, highlighting the main differ-
ences with respect to the original model [23]. Section 3 briefly
describes the MTM in order to show how the tonality offset
contributes to the masking process. Section 4 describes the first
subjective test and discusses the results obtained, whereas
Section 5 describes the second subjective test together with
the results obtained and a brief discussion. Finally, Section 6 con-
cludes the paper.
2

2. Improved Aures model to compute the tonal factor

The proposed tonality model is based on the method to obtain
the tonal factor originally proposed by Aures [23,24], which we call
here the original Aures (OA) model, and whose block diagram is
shown in Fig. 1, based on the same block diagram that appears in
[23,30], although we have modified some of their parameters,
denoting this modified model as the improved Aures (IA) tonality
model. The tonal factor obtained by means of Fig. 1 will be used
in the masking threshold model explained in Section 3.

The input in Fig. 1 is the mth time frame xm nð Þ of M samples of
the signal of interest, x nð Þ. Therefore, the output is the tonal factor
of the mth frame, lm, which is computed through the two main
branches shown in Fig. 1. The upper branch considers the fre-
quency, bandwidth and SPL level of the tonal components of
xm nð Þ, while the lower branch takes into account its loudness sep-
arating the contributions of tone-like components from the noise-
like ones.

First of all, the power spectrum of xm nð Þ, denoted by Pm kð Þ, is
estimated, with k ¼ 0; . . . ; NFFT

2 , being NFFT the Fast Fourier Trans-
form (FFT) size. For this purpose, the Welch method [31] with a
Hamming window and an overlap of 50% is applied, where the
power spectrum average is computed using the three previous
frames. We assume that the microphone has been previously cali-
brated, thus Pm kð Þ represents the SPL distribution in dB of xm nð Þ in
the frequency range of 0� f s=2½ � Hz, where f s is the sampling fre-
quency. For the sake of clarity, the subscript m relative to the
mth frame is omitted for the following blocks in Fig. 1.
2.1. Extraction of tonal and noise components

Once P kð Þ enters the upper branch in Fig. 1, the first step is the
extraction of their tonal and noise components, which is described
as the pitch extraction algorithm in Terhardt et al. [32]. For this pur-
pose, all the frequency bins of P kð Þ are analyzed to determine
whether they satisfy the following two conditions:

P k� 1ð Þ < P kð Þ P P kþ 1ð Þ; ð1aÞ
P kð Þ � P k� kð Þ P TH; ð1bÞ

where P kð Þ is expressed in dB, TH is a threshold stated to detect
tonal components, and k represents the neighboring components
to be checked, excluding �1 since the first condition already consid-
ers them. Therefore, the kth component of P kð Þ will be considered
‘‘tonal” if the following two conditions are fulfilled:

1. It must be the largest component considering its two nearest
neighbors.

2. It must be, at least, TH dB larger than its �k-separated neighbor-
ing components, with k ¼ 2;3; . . .
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Both k and TH values are chosen depending on the frequency reso-
lution of P kð Þ. In [32] a frequency resolution of 12:5 Hz, a set of k
values given by k ¼ 2;3f g and a threshold of TH ¼ 7 dB are used.
This last value was empirically set from the analysis of different
sounds [32].

Considering that input signals have been obtained with a sam-
pling frequency of f s ¼ 44100 Hz, we have used an FFT of size
NFFT ¼ 4096 to efficiently estimate P kð Þ. Therefore, the time frame
xm nð Þ is 92:87 ms long and the frequency resolution is
f s=NFFT ¼ 10:76 Hz, quite similar to that used by Terhardt [32].
Regarding the neighborhood range in (1b), the maximum value
of k ¼ 3 in [32] produced a minimum frequency bandwidth of
6 � 12:5 ¼ 75 Hz for the tonal components. In order to keep as
much as possible that frequency resolution, we have used a range
of k ¼ 2;3;4, obtaining a minimum frequency bandwidth of
8 � 10:76 ¼ 86:08 Hz for the tonal components. Similarly to the pro-
cedure followed in [32], the value of the threshold, TH (1b), has
been obtained through empirical tests resulting in a TH ¼ 5:5 dB.

Once the parameters of the ‘‘Extraction Tonal/Noise” block have
been set, the sound pressure level PlTC and the frequency f lTC of the
tonal components are obtained. The index lTC indicates the tonal
component ranging from lTC ¼ 1; . . . ;MTC, where MTC is the number
of tonal components found.

2.2. Sound pressure level excess

This block tries to identify which of the tonal components PlTC

are aurally relevant. For this purpose, the SPL excess LlTC is esti-
mated for each tonal component as [32]

LlTC ¼ PlTC � 10log10

XMTC

c ¼ 1
c–lTC

10
Lec f lTCð Þ

20

2666664

3777775
2

þ IN;lTC þ 10
LTH f lTCð Þ

10

0BBBBB@

1CCCCCA; ð2Þ

where Lec f lTC
� �

is the excitation level over the lTC-th tonal compo-

nent due to the tonal component c; IN;lTC is the noise intensity in
the critical band where the lTC-th tonal component is located, and

LTH f lTC
� �

is the level of the hearing threshold at the frequency f lTC .

The excitation level in (2) can be computed as [32]:

Lec f lTC
� �

¼ Pc � q f c; f lTC
� �

mc � mlTC
� �

; ð3Þ

where Pc is the SPL of the tonal component c expressed in dB, mc and
mlTC are the frequencies of the tonal components expressed in the
Bark domain [33]:

m ¼ 13 arctan
0:76f
1000

� �
þ 3:5arctan

f
7500

� �2

; ð4Þ

where f is the frequency in Hz and m is the Bark index (or critical
band index), being m ¼ 1; � � � ;Nc with Nc ¼ 24 for f s ¼ 44100 Hz.

The parameter q f c; f lTC
� �

in (3) specifies a masking pattern and

is expressed as (in dB/Bark):

q f c; f lTC
� �

¼
27 if f lTC 6 f c

�24� 230
f c

þ 0:2Pc if f lTC > f c:

(
ð5Þ

The noise intensity IN;lTC in (2) is obtained through the addition of all
the components located within the critical band between mlTC � 0:5
and mlTC þ 0:5, without including the tonal components lTC and their
neighbors (1b). Finally, the hearing threshold LTH in (2) can be
obtained as
3

LTH f lTC
� �

¼ 3:64
f lTC
1000

� ��0:8

� 6:5e
�0:6

f lTC
1000�3:3

� �2

þ 10�3 f lTC
1000

� �4

;

ð6Þ

where LTH f lTC
� �

is expressed in dB.

Once each LlTC (2) has been computed, only those tonal compo-
nents, lTC, such that LlTC > 0 will be considered aurally relevant and
the rest of components will be discarded. In order to differentiate
the relevant tonal components at the output of the ‘‘SPL Excess
Tonal” block, we introduce a new subscript lRC such that:

LlRC ¼ LlTC for LlTC > 0; ð7Þ
where lRC ranges from lRC ¼ 1; . . . ;MRC, with MRC as the number of
relevant tonal components found.

2.3. Tonal weighting

The aurally relevant tonal components now enter the ‘‘Tonal
Weighting” block of Fig. 1, where the tonal weighting WT is esti-
mated as:

WT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXMRC

lRC¼1

w2
1 DzlRC
� �

w2
2 f lRC
� �

w2
3 LlRC
� �vuut ; ð8Þ

where the weighting functions wn, with n ¼ 1;2;3, are defined as

w1 DzlRC
� � ¼ 0:13

DzlRC þ 0:13
ð9aÞ

w2 f lRC
� �

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:2

f lRC
700 þ 700

f lRC

� �2r ð9bÞ

w3 LlRC
� � ¼ 1� e

�LlRC
15

� �
; ð9cÞ

being f lRC and DzlRC the frequency and the bandwidth of the relevant
component lRC in the Bark domain respectively. In the original
Aures’ method [23], the first weighting function was defined as

w1 DzlRC
� � ¼ 0:13

DzlRCþ0:13

� � 1
0:29

. This is the major modification that we

have carried out onto Aures’ method, and it is justified by the
results of the subjective test that will be discussed in Section 4.

2.4. Loudness weighting

Once the tonal weighting WT has been obtained in the upper
branch of Fig. 1, in the following we describe the blocks of the
lower branch that considers the effect of the loudness over the
tonal factor and whose inputs are the signal frame xm nð Þ and the
tonal components parameters PlTC and f lTC . First of all, the method
computes the ‘‘Noise Loudness” as the loudness level LN of xm nð Þ
once their lTC tonal components have been eliminated, and the
‘‘Signal Loudness” as the loudness level LS of the whole frame
xm nð Þ. Both loudness levels are estimated according to the Zwicker
method [34]. The loudness weighting is estimated through the
ratio of LN

LS
that corresponds to the loudness percentage of the noisy

part of the xm nð Þ. Therefore, we can state that the loudness weight-
ing (WL) represents the loudness percentage of the tonal part of
xm nð Þ:

WL ¼ 1� LN
LS

: ð10Þ



Fig. 2. Block diagram of the MTM to compute the frequency masking threshold
Tm mð Þ.
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2.5. Total weighting

Finally, the tonal factor lm of the mth frame of x nð Þ is obtained
as the combination of the Tonal Weighting (8) and the Loudness
Weighting (10) through

lm ¼ min C1k60W
0:29
T W0:79

L ;1
� �

; ð11Þ

where C1k60 is a calibration constant that sets lm ¼ 1 for a pure tone
of 60 dB SPL located at 1 kHz. In [24], this constant is set as
C1k60 ¼ 1:09 under ideal conditions. The exponents of WT and WL

are correction factors introduced in the model according to empir-
ical experiments [23].

Summarizing, the parameter values that have been modified in
our proposed improved Aures (IA) method with respect to those
used by the original Aures (OA) method are:

1. The frequency resolution in the OA method for any spectral
analysis performed in the model was 12:5 Hz whereas in the
new IA method is 10:76 Hz due to the use of a sampling fre-
quency of f s ¼ 44100 Hz and an FFT size of 4096.

2. To compute (1) in the ‘‘Extraction Tonal/Noise” block, the tonal
threshold of the OA method was TH ¼ 7 dB and the minimum
tonal bandwidth was 75 Hz, whereas in the new IA method
the tonal threshold is TH ¼ 5:5 dB and the minimum tonal
bandwidth is 86:1 Hz.

3. The weighting function w1 in (9a) exhibited an exponent of
1=0:29 in the OA method, whereas in the new IA method its
exponent is 1.

3. Masking threshold model

The new IA tonality model will be validated through subjective
tests that assess the perceived masking threshold of complex
sounds. Their corresponding objective masking thresholds will be
computed using the MTM proposed in [7,8] and shown in Fig. 2. It
can be seen that the tonal factor lm affects the masking threshold
Tm mð Þ by means of the tonality offset Om mð Þ. Therefore, in this sec-
tion we will briefly explain the MTM shown in Fig. 2, although fur-
ther explanation can be found in [7,8]. It can be seen that the same
input xm nð Þ to Fig. 1 is now considered the masker signal. The upper
branch describes the procedure to compute the auditory masking,
Sm mð Þ, whereas the lower branch describes the method to estimate
the tonality offset, Om mð Þ. The input to both branches is the same
power spectrum, Pm kð Þ, detailed in Section 2 estimated by the
‘‘Spectral Analysis” block. The final output Tm mð Þ is the masking
threshold for every Bark band m and frame m and is calculated as

Tm mð Þ ¼ Sm mð Þ � Om mð Þ; m ¼ 1; . . . ;Nc: ð12Þ
3.1. Auditory masking

The upper branch in Fig. 2 labeled as Auditory Masking obtains
the overall masking curve, Sm mð Þ, of the mth frame of the masker
signal x nð Þ [7]. This process is based on the perceptual division of
the audible spectrum, from 20 Hz to 20 kHz, into different critical
bands carried out by the human hearing system [33]. The critical
bands are expressed using Bark scale. In Fig. 2, the block ‘‘Mapping
to Bark” computes the energy per critical band defined as [5]:

Em mð Þ ¼
Xsup mð Þ

k¼inf mð Þ
Pm kð Þ; ð13Þ

where Pm kð Þ is in linear units and inf mð Þ and sup mð Þ correspond to
the frequency bin of the lower and the upper boundary of the Bark
band m, respectively.
4

The next block of the upper branch of Fig. 2 models the fre-
quency masking effect of a single critical band over the rest of crit-
ical bands by means of a certain masking pattern, or spreading
function [4,13]. The spreading function used here has been proposed
in [4,5] and is expressed as:

Bm gð Þ ¼ 15:81þ 7:5 Dm gð Þ þ 0:474ð Þ � 17:5

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dm gð Þ þ 0:474ð Þ2

q
; ð14Þ

where m is the maskee band, g is the masker band, Dm gð Þ ¼ m� gð Þ
and Bm gð Þ is expressed in dB units. The value of Bm gð Þ is used to com-
pute the masking produced over the mth Bark band as

bm gð Þ ¼ 10
Bm gð Þ
10 Em gð Þ; g ¼ 1; . . . ;Nc: ð15Þ

Once the masking pattern is applied to each critical band, their
contribution is combined in order to obtain Sm mð Þ, based on the
additivity of masking [2]. According to [15,35,36], the additivity
of masking in the human hearing system is a complex operation
that depends on several factors, such as the SPL value and fre-
quency nature of the masker signal. We have investigated this
issue in [8], where linear and non-linear combinations of different
masking patterns were compared. The conclusions indicated that a
linear summation of bm gð Þ (15) obtained similar masking values
that those of non-linear combinations of alternative masking pat-
terns. For this reason, we propose the following addition to obtain
the overall masking curve (in dB units) as:

Sm mð Þ ¼ 10log10

XNc

g¼1

bm gð Þ
 !

; m ¼ 1; . . . ;Nc: ð16Þ
3.2. Tonality estimator

According to [2], the overall masking curve Sm mð Þ suffers a
decrease in energy that depends on the tonal characteristics of
the masker signal, causing an asymmetry on the simultaneous
masking. This effect is taking into account through the lower
branch labeled as Tonality Estimator in Fig. 2. It is computed in
two steps: The first step estimates the tonal factor lm, while the
second step estimates the decrease in energy or tonality offset,
Om mð Þ.

A widely used tonal factor in the field of audio compression
[37,38] was proposed by Johnston [5]. We use it here as an alterna-
tive to Aures’ method and denote it as the Spectral Flatness (SF)
method since it is based on the Spectral Flatness Measure (SFM)
of a signal. The SF tonal factor is computed as

lm ¼ min
!m

!1k60
;1

� �
; ð17Þ

where the SFM !m is defined as the ratio between the geometric
and arithmetic mean of Pm kð Þ [5]:
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!m ¼ 10log10

YNFFT

k¼1

Pm kð Þ
" # 1

NFFT

1
NFFT

XNFFT

k¼1

Pm kð Þ

0BBBBBB@

1CCCCCCA; ð18Þ

and !1k60 is the SFM of a tone of 60 dB SPL located at 1 kHz. In [5],
this constant is set as !1k60 ¼ �60 dB.

It can be seen that the SFM (18) ranges from a lowest level of
�1 dB, which corresponds to a pure tonal signal, to a highest
level of 0 dB corresponding to a white noise. Therefore, a masker
signal would show a greater ‘‘whiteness” in its spectrum as its
SFM level approaches 0 dB. This method has been slightly mod-
ified in [39] to provide a tonal factor per critical band. However,
the method described by (17)–(18) has remained as the stan-
dard way to obtain the tonal factor of a masker sound
[19,37,38,40].

As shown in Fig. 2, the estimated tonal factor lm is the input of
the ‘‘Offset Function” block. According to [13], a pure tone signal
located at the mth critical band suffers an offset of 14:5þ mð Þ dB
over its masking curve Sm mð Þ, while the offset suffered by the over-
all masking curve of a white noise ranges between 3 and 6 dB, usu-
ally considered a constant value of 5:5 dB for the sake of simplicity
[5,7]. This means that a pure tone provides a lower masking
threshold Tm mð Þ (12) compared to a white noise signal for the same
energy Em mð Þ and Bark band. In the case of complex signals whose
energy distribution along the Bark spectrum cannot be considered
completely tone-like or noise-like, their offset (in dB units) can be
estimated as [5]:

Om mð Þ ¼ lm 14:5þ mð Þ þ 1� lm

� �
5:5; m ¼ 1; . . . ;Nc: ð19Þ
1 https://gtac.webs.upv.es
4. Subjective experiments

A subjective test has been carried out in order to validate the
performance of the different methods used to estimate the tonal
factor in (19): IA, OA, and SF methods. This subjective test has been
designed to evaluate the masking threshold of signals formed by a
sum of pure tones in presence of a narrowband noise. For the pur-
pose of validating the three methods of computing the tonal factor
when dealing with complex sounds, the frequencymasking thresh-
old Tm mð Þ has been computed for each method as the average value
of (12) over all the time frames, and compared to the average
masking threshold obtained in the subjective test. As a result, the
averaged masking thresholds (MT) that will be referred to along
this section are:

� eT mð Þ: MT obtained from the subjective test.
� TSF mð Þ: MT obtained by the SF method (17).
� TOA mð Þ: MT obtained by the OA method (11) (parameters as in
[23]).

� T IA mð Þ: MT obtained by the IA method (11) (parameters as
described in Section 2).

Fig. 2 shows that the computation of Sm mð Þ does not depend on
the tonal factor and, consequently, is a common procedure for all
the MTs. Therefore, only the tonality offset, Om mð Þ, computed
according to the SF, OA or IA methods, will affect the masking
threshold.

4.1. Generation of stimuli

The design of the stimuli for the subjective test involves two
sets of sounds: multi-tone signals, which act as masker sounds,
5

and narrowband noise signals acting as masked sounds. Each stim-
ulus is formed by the combination of a multi-tone signal and a
noise signal, as shown in Table 1. On the one hand, three multi-
tone signals, each one composed by three different tones between
350 and 5800 Hz, have been used. On the other hand, nine narrow-
band noise signals have been generated with center frequency
shown in Table 1 and a bandwidth of one critical band. All test sig-
nals are stationary, and thus, the average of the estimated masking

threshold over time, eT mð Þ, can be considered unbiased for long
enough frames. Both multi-tone and noise signals have been gen-
erated in Matlab with a sampling frequency of f s = 44100 Hz and
a duration of 5 s. During the test, they are presented in a loop
(without any artifact between segments) in order to last as long
as it takes until the user makes a decision. Table 1 shows that
the chosen frequencies for both types of signals are the center fre-
quencies of some specific critical bands. We have tried to use a
wide part of the frequency spectrum, covering eight of the
twenty-four critical bands, particularly those more sensitive
according to the human auditory system.

There are only three different multi-tone signals, but they are
used three times, one per narrowband noise centered at their
tones’ frequencies. Table 1 shows dashed lines to separate groups
of stimuli with different multi-tone signals. The first multi-tone
signal is formed by three tones lying in consecutive critical bands,
the seventh, eighth and ninth, whereas the other two multi-tone
signals are formed by three tones spread along the frequency spec-
trum. In this way, the design of the subjective test takes into
account a diverse set of complex signals regarding whether their
energy is more or less spread along the frequency spectrum. The
1000-Hz tone has been used in two multi-tone signals, once as
the highest tone and once as the lowest, in order to analyze the
masking produced on a single critical band by their adjacent (pre
and post) critical bands.

Each of the tones of the multi-tone signals has been generated
as a sine wave with unit amplitude and zero initial phase. The nar-
rowband noise signals have been generated as the output of band-
pass filters centered at the frequencies shown in the second
column of Table 1, being their inputs white Gaussian noise. Their
stop bands lie at the center frequencies of their adjacent critical
bands, thus, each filter having a bandwidth of one critical band.
Fig. 3 shows the power spectrum of the 8th stimulus of Table 1.
The noise power has been chosen to match the peak power of
the tone located at 2150 Hz, since the real noise power is decided
by the listeners in the test. As it can be noticed, the noise power
rapidly decays outside the 14th critical band. The frequency distri-
bution of the rest of the stimuli is similar but using the correspond-
ing critical bands shown in Table 1.
4.2. Apparatus and design

The perceptual test was carried out inside the listening room of
the Audio Processing laboratory1 of the Institute of Telecommunica-
tions and Multimedia Applications, whose reverberation time is 0:18
s. The reproduction system was formed by an M-Audio M-Track
Quad soundcard and a pair of Sennheiser HD 600 headphones con-
nected to a laptop.

The reproduction system was calibrated such that the head-
phones were placed on a Neumann KU100 dummy head and a tone
of 1 kHz was reproduced through the headphones. Then, the repro-
duction system was adjusted to provide 60 dB SPL at the dummy
head microphones, resulting in a digital amplitude of �14:7 dB
with respect to the same tone ranging the full digital scale of
�1;1½ �. Additionally, the multi-tone signals, shown in Table 1, have

https://gtac.webs.upv.es


Table 1
List of stimuli generated for the subjective test.

Center Frequency (Hz)

Stimulus # Multi-tonal signal Noise signal Critical Bands

1 700, 840, 1000 700 7, 8, 9
2 700, 840, 1000 840
3 700, 840, 1000 1000

4 350, 450, 5800 350 4, 5, 20
5 350, 450, 5800 450
6 350, 450, 5800 5800

7 1000, 2150, 3400 1000 9, 14, 17
8 1000, 2150, 3400 2150
9 1000, 2150, 3400 3400

Fig. 3. Power spectrum of multi-tone signal (blue) and the narrowband noise signal
(red) of the 8th stimulus.
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been weighted to match their loudness with the loudness of the
tone signal used for calibrating the system in order to make the
perceptual test as comfortable as possible. Once the system was
calibrated, !1k60 in (17) must be computed as the SFM (18) of a
tone of 60 dB SPL located at 1 kHz, resulting in !1k60 ¼ �54 dB.
4.3. Participants

Nineteen people participated in the subjective evaluation.
Before starting the subjective test, an audiometry was carried out
to each participant using the same reproduction system available
for the test. As the tests were carried out using Matlab, an ad hoc
application was also programmed in the same software. The audi-
bility curves of three subjects did not present normal hearing
thresholds, so only the assessments obtained from 16 subjects
were considered for the results. As a result, the jury panel was
formed by seven male and nine female aged between 18 and
50 years, with the median value 27 years. Only three of them
had previous knowledge on psychoacoustics.
4.4. Procedure

Once the stimulus is selected from Table 1, the perceptual test
aims to obtain the masking threshold T mð Þ of the corresponding
multi-tone signal at the specific critical band where the narrow-
band noise is located. The presentation of the stimulus is such that
the multi-tone signal is played with a constant SPL while the noise
6

level is increased or decreased by the subject according to the
method described in the following.

The interface of the ad hoc application designed in Matlab to
carry out the perceptual tests is shown in Fig. 4. At its bottom left,
the user can select the stimulus to be played, labeled as ‘‘Signal 1”
in the figure. At its bottom center, the two buttons can increase (‘‘
+”) or decrease (‘‘-”) the SPL of the corresponding narrowband
noise. The application also provides two examples for training
the subject, which can be selected through the buttons at the upper
part of the interface. The examples contain two different multi-
tone signals, each one presented alone (‘‘clean”) or mixed with
an audible narrowband noise (‘‘dirty”). None of the examples has
been used or is similar to the true stimuli of the test. The subject
employs the Matlab application during the entire duration of the
test, but there is always an expert in the room in order to solve
any question related to the application.

The flow diagram of the subjective test is shown in Fig. 5 and is
described in the following:

1. The subject starts the test by selecting one of the nine stimuli
from the list at the bottom left of Fig. 4. The stimuli correspond
to those listed in Table 1 and are labeled ”Signal 1” through
”Signal 9”.

2. The subject must then press ”Play Signal” to play the selected
stimulus. The multi-tone signal is presented with a constant
SPL, while the noise is presented with an attenuation of 40 dB
with respect to the SPL of a noise whose loudness would be
equal to that of the multi-tone signal. In this way, we ensure
that the noise is completely masked.

3. The participant then presses the plus button (‘‘+”) as many
times as necessary to make the noise audible. At this point,
the SPL of the noise increases in 5 dB steps each time the ‘‘+”
button is pressed.

4. Once the participant is able to distinguish the noise, he or she
presses the minus button (‘‘-”) as many times as necessary to
make the noise inaudible again. The first time the ‘‘-” button
is pressed, the noise level is reduced by 3 dB. The second and
subsequent times the ‘‘-” button is pressed, the level values
decrease in 2 dB steps. This reduction in step size as the number
of selections increases is a common technique in subjective
tests aimed at estimating a threshold [15,41].

5. The participant iteratively repeats steps 3 and 4 so that he or
she is able to unmask (hear) the noise through step 3 and mask
it through step 4. At this point, the increase and decrease of the
noise level is always carried out by 2 dB steps. The loop ends
when one of these two conditions is met:
(a) The participant has pressed any ‘‘+” or ‘‘-” button 20 times.
(b) The participant presses the sequence ‘‘- + -” or the alterna-

tive sequence ‘‘+ - +”. These sequences indicate that the noise
level has reached the masking threshold of the multi-tone
signal within a margin of �2 dB.

At this point, the number of clicks used to finish this step is
saved for each participant and stimulus.

6. Once the evaluation of the first stimulus is finished, the noise
signal is saved and the application allows the selection of a
new stimulus by returning to step 1.

7. Once the participant has evaluated all the stimuli, he or she
must click the ‘‘Finish Test” button located at the bottom right
of Fig. 4.

Apart from the noise signal, the sequence of ‘‘+”/‘‘-” clicks for each
participant and stimulus has been saved and analyzed. This infor-
mation has revealed that 12 out of 16 participants have finished
two stimuli with 20 clicks, which represents 16% of the tests.
Therefore, most of the masking thresholds were precisely identi-
fied within a margin of �2 dB.
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Fig. 4. Matlab interface specifically designed to run the subjective tests.

Fig. 5. Flow diagram of the subjective test.
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Fig. 6. Noise SPL obtained for each stimulus vs the center frequency of the
corresponding noise critical band. Notice that stimuli ‘‘S3” and ‘‘S7” with the same
noise critical band present different MT levels due to their different multi-tone
signals.
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4.5. Results and discussion

The SPL of the noise signal obtained in step 6 of the test for each
stimulus and participant has been considered as the subjective
7

masking threshold produced by that multi-tone signal over the
critical band covered by the corresponding noise. Fig. 6 shows
the box plot of the noise SPL obtained for each stimulus vs the cen-
ter frequency of the corresponding noise critical band. The central
red mark indicates the median, and the bottom and top edges of
the box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points not considered
outliers, and the two outliers are represented by red crosses. It
can be noticed that the SPL obtained to mask the noise signal cen-
tered at 1000 Hz is 7 dB lower when the corresponding tone is
accompanied by higher frequency tones (S7) than when is pre-
sented with tones of lower frequencies (S3).

Therefore, the mean SPL over the 16 participants will be consid-
ered as the subjective masking threshold (SMT) obtained from the
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test for each stimulus. The mean SMT will be denoted by eT fnð Þ,
where f n indicates the center frequency of the corresponding nar-
rowband noise in Table 1. The spectral distribution of each noise
signal over the Bark scale has been computed as the averaged

energy per Bark (13), and it is denoted by eT fnð Þ mð Þ. Its maximum
value coincides with the SMT obtained in the test.

Each group of SMTs eT fnð Þ mð Þ is compared to the MTs obtained by
the different methods in Fig. 7. Fig. 7(a) shows the MT curves
obtained by the SF, IA and OA methods for the multi-tone signal
used in the first three stimuli of Table 1, whereas Fig. 7(b) and
and Fig. 7(c) show the MT curves of the multi-tone signals used
in the second and third set of stimuli. Additionally, each figure rep-
resents the spectral distribution of the three masking thresholds

obtained from the perceptual test labeled as eT fnð Þ mð Þ. It can be
noticed that TSF provides a lower masking level than the MTs
obtained in the perceptual test for the three multi-tone signals,
especially in the range of middle and high frequency. In contrast,
Fig. 7. Masking thresholds obtained by the SF (TSF), the original (TOA) and the improved
test for (a) the first multi-tone signal, (b) the second multi-tone signal and (c) the third

8

the OA and IA models based on Aures’ method usually obtain
masking levels above the subjective masking thresholds, although
IA is always closer to the perceived levels.

Fig. 8 shows the SMT values obtained in the test with respect to
the predicted values obtained by each method. Nine values per
method are shown, corresponding to each of the stimuli shown
in Table 1. SF method is represented by brown diamonds, IA
method by blue circles and OA method by red squares. Addition-
ally, the line y ¼ x is also plotted in order to compare the accuracy
of the prediction for each method. The legend shows the mean
error value for each method computed as:

emethod ¼ 1
9

X9
n¼1

Tmethod f nð Þ � eT fnð Þ
� �

: ð20Þ

Results shown in Fig. 8 confirm that the MT values provided by the
SF method are always smaller than the SMT (all of them fall in the
region x < y), whereas the OA method presents the opposite behav-
(T IA) Aures methods compared to the masking thresholds obtained in the subjective
multi-tone signal in Table 1.
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Fig. 8. SMT values obtained in the test with respect to the predicted values
obtained by the SF (brown diamonds), OA (red squares) and IA (blue circles)
methods. The black line represents y ¼ x, whereas the other three lines represent
y ¼ x� e, where e is the mean prediction error shown in the legend.
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ior and all their values are in the region x > y. Regarding the pro-
posed IA method, their values are distributed within both sides of
the x ¼ y curve, meaning that IA can predict more accurately the
SMT of multi-tone signals than the SF and OA methods. Fig. 8 also
shows three additional lines corresponding to y ¼ x� e, where the
e values (20) are shown in the legend. The brown line corresponds
to the SF method, and the blue and red lines to the IA and OA meth-
ods respectively. It can be noticed that the methods that use Aures
tonality (OA and IA) achieve a better distribution of the SMT if the
error could be compensated. Regarding the higher MT values in par-
ticular, which corresponds to the most sensitive range of 700;1000½ �
Hz in Fig. 6, the SF method presents a very poor prediction, provid-
ing an equal value of 34 dB for SMTs that range from 34 to 43 dB.

Since the overall masking curve Sm mð Þ used in the MTM of Fig. 2
is the same for the three methods, we can state that the lower val-
ues in the SF masking threshold are produced by the overestima-
tion of the tonal factor lm, which, in turn, increases the offset
Om mð Þ (19) at those critical bands. On the other hand, the OA
method underestimates lm, especially for middle frequencies iden-
tified as the red squares located at the highest values in the x-axis
of Fig. 8. They present the highest error, visualized as the path
length if ones moves from the red square towards the black line
along the x-axis.

In contrast to the SF and OA methods, the IA method provides

values slightly above of the eT fnð Þ levels with a mean prediction
error of e ¼ 0:8 dB. Its highest error (�4 dB) corresponds to the
third stimulus, when the noise is masked by the 1000 Hz compo-
nent. However, the SMT of the same frequency but for the seventh
stimulus is predicted with an error of less than 1 dB.

Finally, the Pearson correlation coefficient R between the SMT
and the predicted MT has been computed for each method, result-
ing in R ¼ 92%;95:4%;96:8%f g for the SF, OA and IA methods
respectively. Their corresponding p-values and mean squared
errors (MSE) are 4:3;0:7;0:2f g � 10�4 and 2:55;2:16;1:33f g dB
respectively, which confirm the statistical relevance of the three
methods to predict the subjective masking threshold if the bias
(e) presented by the SF and OA methods could be compensated.
However, we can conclude that only the proposed IA method,
although being a slightly modified version of the original Aures
method, provides accurate prediction of the masking threshold of
multi-tone sounds in the presence of narrowband noise signals.
9

5. Perceptual equalization

A second subjective test has been carried out to validate the
proposed tonality model when other complex signals, as music
or speech, are involved. For this purpose, we have considered a sce-
nario where an audio signal is played by a loudspeaker in presence
of an undesired ambient noise. This scenario has been imple-
mented in our laboratory as shown in Fig. 9, where the audio signal
is emitted by the loudspeaker labeled ‘‘Spk 1”, the ambient noise is
emitted by the loudspeaker labeled ‘‘Ambient noise” and the
microphone ‘‘Mic 1” captures the audio plus noise signal as it
would be heard by a person seated there.

In this scenario, the perception of the audio signal may be
severely impaired by the added ambient noise. Therefore, audio
equalization is considered in order to boost the audio signal above
the noise [42,43]. Since the equalizer levels depend on the per-
ceived ambient noise, this kind of process is known as perceptual
equalization [7,19,40]. We use here the perceptual equalizer that
was implemented in our previous work using an acoustic node
[8]. An acoustic node is a device formed by a microphone, a loud-
speaker and a processing unit that can also communicate with
other nodes within a network. For our experiment here, the set
formed by the microphone ‘‘Mic 1” and the loudspeaker ‘‘Spk 1”
is labeled ‘‘Node 1” in Fig. 9, meaning that they form an acoustic
node able to process the signal captured by the microphone and
generate the signal emitted by the loudspeaker.

The model of the discrete-time signal recorded by the micro-
phone can be expressed as

x nð Þ ¼ a nð Þ þ z nð Þ ¼ c nð Þ � s nð Þ þ z nð Þ; ð21Þ
where c nð Þ is the electroacoustic path between loudspeaker ‘‘Spk 1”
and microphone ‘‘Mic 1”, which is modeled as a finite impulse
response filter of L coefficients, s nð Þ is the audio signal emitted by
the loudspeaker, �ð Þ is the convolution operation, and z nð Þ is the
ambient noise at the microphone location. Assuming that c nð Þ and
s nð Þ are known (c nð Þ is usually estimated in a pre-set stage [44]),
then the ambient noise z nð Þ can be obtained as
z nð Þ ¼ x nð Þ � c nð Þ � s nð Þ.

5.1. Equalizer gains

Once the audio signal a nð Þ and the ambient noise z nð Þ are sep-
arated from the recorded signal x nð Þ in (21), the processing unit
of the acoustic node will compute the equalizer gains for every
critical band according to the methodology described in Section III
of [8], and considering the following two profiles of the perceptual
equalizer.

5.1.1. Unmasked audio signal profile
The unmasked audio signal (UAS) profile aims to prevent the

audio signal to be masked by the ambient noise [7], that is, its goal
is to get the audio signal unmasked by the noise. Consequently, the
equalizer gains are designed such that the energy of the audio sig-
nal is set above the masking threshold of the ambient noise. To this
end, the equalizer gains are estimated as

g mð Þ ¼ max Tz mð Þ � Ea mð Þ;0ð Þ; ð22Þ
where g mð Þ is the gain (in dB) of the critical band m such that
g mð Þ P 0; Tz mð Þ is the masking threshold (12) of the recorded ambi-
ent noise z nð Þ, and Ea mð Þ (13) is the energy per critical band of the
recorded audio signal a nð Þ, both expressed in dB.

5.1.2. Masked noise profile
The masked noise (MN) profile is intended to mask the ambient

noise by increasing the energy of the audio signal [8]. To this end,
the equalizer gains are estimated as



Fig. 9. Testbed for the validation of tonality models involving a perceptual
equalizer of audio signals in the presence of ambient noise.
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g mð Þ ¼ max Ez mð Þ � Ta mð Þ;0ð Þ; ð23Þ

where Ez mð Þ is the energy per critical band of the recorded ambient
noise z nð Þ and Ta mð Þ is the masking threshold of the recorded audio
signal a nð Þ, both expressed in dB SPL. Analogous to the gains
obtained in (22), also for this profile g mð Þ P 0.
5.1.3. Refinement of the equalizer gains
Additionally, to prevent saturation in the playing of the audio

signal, g mð Þ has been limited to 15 dB for all the critical bands. Fur-
thermore, for each time-frame, the gains are set to 0 dB in those
critical bands with very low energy, Ea mð Þ 6 0 dB SPL.

As a last step in the equalizer design, a time averaging of the
gain levels is carried out to provide a smoother transition between
time frames:

gav mð Þ ¼ ng mð Þ þ 1� nð Þgav mð Þ; ð24Þ

where gav mð Þ is the averaged gain level (in dB) and n is a smoothing
constant, which is set to a value of 0.2 when gav mð Þ > g mð Þ and a
value of 0.7 otherwise. When the noise level increases, the equalizer
adapts fast (n ¼ 0:7) to mask the noise as soon as possible. In con-
trast, when the noise level decreases, the equalizer adapts slow
(n ¼ 0:2) to provide a smooth transition to the required gains,
avoiding the annoying effect of continuous ups and downs in the
audio level.

Summarizing, the equalizer gains are computed for each critical
band according to the following two profiles: Unmasked Audio Sig-
nal (UAS) whose gains are computed by means of (22) and (24),
and Masked Noise (MN), whose gains are computed by means of
(23)–(24). Once the gains gav mð Þ have been computed, the audio
signal s nð Þ emitted by the loudspeaker is pre-equalized using the
graphic equalizer proposed in [45,46] at each critical band m.
2 https://www.youtube.com/watch?v=fh3EdeGNKus
5.2. Subjective test on perceptual equalization

The aim of the subjective test is to evaluate the performance of
the SF and IA tonal factors in the masking threshold model when
using more complex sounds than multi-tone sounds and narrow-
band noise signals. For this purpose, we have carried out a percep-
tual pre-equalization of the audio signal emitted by loudspeaker
‘‘Spk 1” in Fig. 9 and we have recorded the audio signal contami-
nated by the noise at the position of ‘‘Mic 1”. As seen before, the
masking threshold is key in the estimation of the equalizer gains
for both UAS and MN profiles. Their common goal is to find an
equalization profile such that the noise signal is not perceived, or
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it is perceived as low as possible given the limitations in the gains’
values.

5.2.1. Generation of the stimuli
The stimuli of the test are composed of five recorded signals:

� ‘‘MN-IA” and ‘‘MN-SF”: Recorded signals when the MN strategy
is used and the masking threshold of the audio signal Ta mð Þ in
(23) is computed using the IA (11) or the SF (17) methods.

� ‘‘UAS-IA” and ‘‘UAS-SF”: Recorded signals when the UAS strat-
egy is used and the masking threshold of the noise signal
Tz mð Þ in (22) is computed using the IA (11) or the SF (17)
methods.

� ‘‘NONE”: Recorded signal when no equalization is performed.

The audio signal is an excerpt of the song ‘‘Tell me something
good” by Chaka Khan and the ambient noise is a traffic noise
extracted from YouTube2. Both signals are sampled at f s ¼ 44100
Hz with a duration of 30 s.

To produce the stimuli, the real-time acoustic responses of the
system shown in Fig. 9 have been measured and the microphone
of the real system has been calibrated. Then the five signals x nð Þ
(21) for the different equalization profiles have been simulated
and converted to stereo signals. Although the original duration of
the audio and noise was 30 s, the stimuli have been formed by
selecting a segment of 5 s, in particular from the sixth to the ele-
venth second where the song presented remarkable level varia-
tions. The song and noise spectrograms of the segments are
shown in Fig. 10, where only up to the frequency 5 kHz is shown
since the traffic noise decreases significantly its power level above
that frequency.

According to Fig. 10(b), the traffic noise presents an stationary
behavior. In addition, it exhibits the highest power levels at fre-
quencies below 1 kHz in contrast to the audio signal, and its power
level decreases as the frequency increases, specially for frequencies
above 3 kHz. Regarding the spectrogram of the audio signal shown
in Fig. 10(a), it presents a non-stationary behavior and a harmonic
structure that can be easily identified.

The gain levels computed for each profile over time are shown

in Fig. 11 for the 3rd;10th;14th and 19th critical bands. The first two
bands lie in the frequency range where the noise level is higher

(centered at 250 Hz and 1 kHz respectively), whereas the 14th band

is centered at 2 kHz, where the music level is higher, and the 19th

critical band is centered at 4 kHz, where both music and noise
levels are low. It can be seen from the four bands in Fig. 11 that
‘‘MN” profiles provide higher gains to the audio signals for both
SF and IA methods than the ‘‘UAS” profiles. Moreover, the gains

of the 3rd critical band for the ‘‘MN-SF” profile are set to the max-
imum level of 15 dB all the time. On the other hand, the ‘‘UAS-SF”
profile for high frequencies obtain gains close to 0 dB, meaning that
the music is getting ‘‘unmasked” by the noise without any help.
Comparing between tonality methods SF and IA within the same
profile, Fig. 11 shows IA method introduces lower gains than the
SF method for the ‘‘MN” profile, whereas the opposite behavior is
observed for the ‘‘UAS” profile.

Fig. 12 shows the mean power spectrum of the music emitted
by loudspeaker 1 for the different equalization methods, together
with the original power spectrum labelled as ‘‘NONE”. Although
the masking signal is not stationary, see Fig. 10(a), its mean power
spectrum presents the same behaviour as seen in Fig. 11: MN SF
and IA profiles boot the energy of the music more than 10 dB with
respect to their corresponding UAS profiles, especially for the fre-
quency range above 1 kHz. Comparing SF and IA methods, the dif-

https://www.youtube.com/watch?v=fh3EdeGNKus


(a) Excerpt of the song “Tell me something good”. (b) Traffic noise signal.

Fig. 10. Spectrograms of the original signals as recorded at the microphone position.

(a) 3 rd critical band centered at 250 Hz. (b) 10 th critical band centered at 1 kHz.

(c) 14 th critical band centered at 2 kHz. (d) 19 th critical band centered at 4 kHz.

Fig. 11. Time variation of the gain values for each profile.

J. Estreder, G. Piñero, M. de Diego et al. Applied Acoustics 204 (2023) 109238
ference between the two curves obtained with SF-based equalizer
gains (black and green lines) is greater than 10 dB except for the
low frequency range. However, the IA-based spectra present a shift
between methods in the range of 2� 8½ � dB. Therefore, we can con-
clude that IA method has a more stable behavior with respect to
the type of selected profile.
11
5.2.2. Apparatus and design
The perceptual test was carried out in the same room as the

tonality experiment of Section 4.2. The same setup has also been
considered: an M-Track Quad sound card and a pair of Sennheiser
HD 600 headphones connected to a laptop. The unprocessed audio
signal has been weighted in loudness as for the tonality experi-



Fig. 12. Power spectrum of the audio signal for the different profiles used in the
test.

Fig. 13. Values of merit obtained by the subjective test on perceptual equalization.
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ment (see Section 4.2), while the traffic noise has been weighted in
order to provide an SNR of �3 dB regarding the audio signal when
no equalization is performed.

5.2.3. Participants
The perceptual test was carried out by 13 participants, six males

and seven females, aged between 20 and 40 years. All of them
reported normal hearing and five of them were familiarized with
the psychoacoustic area of research. All of the juries presented at
least a 75% of repetitiveness and a 95% of consistency in their
choices, thus, all the jury members were included in the test
analysis.

5.2.4. Procedure
The subjective test was a paired comparison test [47] where

two stimuli are presented at each step and their ‘‘clarity” and
‘‘preference” were evaluated by the jury. The subjects were asked
to choose the ‘‘clearer” audio signal and they have to choose which
is their preferred stimulus as well. For this purpose, before starting
the test, each jury was invited to listen to several examples of an
audio signal contaminated by noise, which were different from
those used for the test.

The subjective test has been performed through an ad hoc
designed application implemented in Matlab. The selected com-
parisons are shown in Table 2 marked with an ‘‘X”, resulting in a
total of twelve comparisons to be evaluated. As Table 2 shows,
some combinations have been discarded in order to shorten the
test and avoid the jury to get annoyed. Repeated comparisons as,
for instance, ‘‘MN-IA” versus ‘‘MN-SF” and vice versa allow to eval-
uate the reliability of the jury.

5.2.5. Results and discussion
The values of merit for each combination of profile and method

regarding the ‘‘clarity” (red bars) and ‘‘preference” (blue bars) are
shown in Fig. 13. Notice that the values of merit for each character-
istic must sum up to 1, and the greater the differences between the
Table 2
Comparisons carried out in the perceptual test are marked (X).

MN-SF X X

MN-IA X X X
UAS-SF X X
UAS-IA X X X
NONE X X

MN-SF MN-IA UAS-SF UAS-IA NONE

12
positive and negative values, the greater the agreement among the
jury panel, i.e., most of the jury decided in the same way.

Regarding the ‘‘clarity” of the music signal in the presence of
noise, the ‘‘MN” profiles are preferred with respect to the ‘‘UAS”
profiles, which is an expected result taking into account that their
gain levels are also higher as it is shown in Fig. 11. However, this
logic does not apply to the comparison between the ‘‘MN-IA” and
‘‘MN-SF” methods, where IA is preferred even though a lower gain
level is used throughout the entire duration of the music. There-
fore, we can conclude that the ‘‘MN-IA” method better follows
the effect of the tonality on the masking threshold of the audio sig-
nal, Ta mð Þ, than the ‘‘MN-SF” method. In this sense, the high gains
provided by the ‘‘MN-SF” method may produce an annoying effect
of increasing the music level without the required control, damag-
ing in some way the perceived ‘‘clarity” of the audio signal.

Regarding the values of merit of the ‘‘preference” in Fig. 13, the
IA method is preferred independently of the profile used to equal-
ize the audio signal, although the ‘‘MN-SF” profile obtains a value
of merit very similar to that of IA. Once again, a plausible explana-
tion can be stated looking to the gain variations of the IA method
shown in Fig. 11. It can be appreciated how the gain curves of
the IA method have excursions of 6-7 dB between their minimum
and maximum values, whereas the gain curves of the SF method
presents excursions of 3-4 dB in the best case and flat curves for
‘‘MN” in low frequency bands and for ‘‘UAS” in high frequency
bands. Therefore, the SF method is active only in the middle range
of frequencies, whereas the IA method is able to control the equal-
izer gains along all the frequency range.

Therefore, from the results obtained in the subjective test, the
IA method has proved to be more adequate than the SF method
to compute the MT of the audio signal Ta mð Þ in the ‘‘MN” strategy,
and the MT of the noise Tz mð Þ in the ‘‘UAS” strategy. The IA method
has better respected the clarity of the music signal and has been
selected as the preferred method independently of the strategy.
Thus, we can conclude that the proposed improved Aures method
to compute the tonal factor can model the tonality offset of com-
plex sounds better than the two previous methods.
6. Conclusions

An improved version of the original Aures (OA) model to esti-
mate the tonal factor of the masking threshold has been introduced
and compared to other models. The perception of the tonality has
been extensively studied in simple sounds, but few studies have
been carried out on complex sounds as multi-tone or music signals.
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In this work, we have proposed the improved Aures (IA) method
that includes minor changes of the OA from the mathematical
point of view, but very relevant for the perception of the masking
effect as the results of the subjective tests have shown.

As the tonality influences the masking threshold of a sound, we
have evaluated in the first test the subjective masking of a multi-
tone signal in the presence of a narrowband noise. This test has
been designed to assess the accuracy of the proposed method
(IA) in comparison to the OA and to the state-of-the-art method
proposed by Johnston and denoted here by ‘‘spectral flatness”
(SF) method. The results have shown that the proposed IA method
presents a mean error of 0:8 dB compared to the masking threshold
provided by the subjective test, while the mean error for the OA
and SF methods were 5:8 and �5:3 dB, respectively. Thus, the best
fit between the perceived and the estimated masking has been
obtained by the new IA method, validating their accuracy for sig-
nals with multiple tonal components.

A second subjective test has been carried out to validate the IA
method through the perceptual equalization of audio signals. This
test has evaluated the ‘‘clarity” and ‘‘preference” of a music signal
in the presence of a broadband noise when music has been pre-
equalized according to the masking effect. In this second test only
the new IA and the SF methods were compared, but two different
strategies were used to compute the equalizer gains: one involving
the masking threshold of the music and the other involving that of
the noise. For both strategies, the equalizer based on the new IA
method provided a ‘‘clearer” experience of the music and was pre-
ferred by the jury, validating the good accuracy of the proposed
method to estimate the tonality offset of complex sounds.
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