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Abstract TensorFlow (TF) is usually combined with

the Horovod (HVD) workload distribution package

to obtain a parallel tool to train deep neural net-

work on clusters of computers. HVD in turn utilizes

a blocking Allreduce primitive to share information

among processes, combined with a communication

thread to overlap communication with computation.

In this work, we perform a thorough experimental

analysis to expose 1) the importance of selecting the

best algorithm in MPI libraries to realize the Allre-

duce operation; and 2) the performance accelera-

tion that can be attained when replacing a blocking

Allreduce with its non-blocking counterpart (while

maintaining the blocking behaviour via the appro-

priate synchronization mechanism). Furthermore, 3)

we explore the benefits of applying pipelining to the

communication exchange, demonstrating that these

improvements carry over to distributed training via

TF+HVD. Finally, 4) we show that pipelining can

also boost performance for applications that make

heavy use of other collectives, such as Broadcast and

Reduce-Scatter.
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1 Introduction

The outburst of deep learning (DL) technologies in

the past few years has been accelerated by the devel-

opment of efficient frameworks for distributed train-

ing of deep neural networks (DNNs) on clusters. Most

of these frameworks exploit data parallelism (DP),

by partitioning (and distributing) the workload am-

ong the cluster nodes/processes across the batch di-

mension (i.e., the inputs or samples) [5]. In this scen-

ario, at each iteration of training, all processes col-

laborate to perform a reduction of the local weights

in order to produce a global update of the para-

meters that define the DNN model [5, 8]. This syn-

chronous version of training thus ensures that, prior

to the next training iteration (with a new batch of

samples), all processes unite their state.

Data communication through the interconnection

network is particularly crucial for the efficient syn-

chronous DP training of convolutional neural net-

works (CNNs) on clusters of computers [8, 15]. Fur-

thermore, data movements (across the memory hier-

achy as well as the nodes of a distributed platform)

are a major source of energy consumption [26].

MPI (Message Passing Interface) [28] is the de

facto standard for distributed high performance com-

puting (HPC) applications. Therefore, it has been

naturally adopted as the communication layer for

distributed training frameworks such as Google’s Te-

nsorFlow (TF) [1], TF+Horovod (HVD) [25], and

PyTorch [24]. The MPI application programming in-

terface (API) comprises a large variety of peer-to-

peer and collective communication primitives. Among

these, the DP scheme for distributed DNN training

basically relies on the blocking MPI Allreduce prim-

itive, which internally reduces a collection of local

values broadcasting the global result to all processes

participating in the communication.

In a previous work [6], we analyzed the impact on

performance of selecting the best algorithmic real-

ization of MPI Allreduce, depending on the mes-

sage size and cluster configuration, when leveraging

TF+HVD to train CNNs on a small cluster equipped

with an Infiniband network. In this paper we pur-

sue the pipelined optimization of this global block-

ing reduction via the split of the data exchange into

a collection of smaller MPI Iallreduce calls, which

offers a better overlap of computation with commu-

nication yielding a better utilization of the network

bandwidth. In particular, our present work makes

the following contributions:

– We perform a complete performance evaluation

of a blocking global reduction when replacing

the conventional (blocking) MPI Allreduce call

by the alternative non-blocking MPI Iallreduce

primitive immediately followed by the correspond-

ing blocking synchronization MPI Wait.

– We propose two realizations of MPI Iallreduce

that offer significantly higher performance when

applied to perform a blocking global reduction.

These implementations operate by dividing the

message (transparently to the user) into either a

collection of messages of a specific smaller size or

a fixed number of smaller messages, in both cases

pipelining the transfers.

– We demonstrate that the performance accelera-

tion from pipelining the global reduction carry

over to the distributed training of representative

CNNs using the TF+HVD framework, offering

performance improvements that vary between 5

and 60%.

– We show that splitting the messages so as to

pipeline the transfers benefits not only the global

reduction primitive but also other collective oper-

ations, such as broadcast or reduce-scatter, which

can improve performance for applications that

make significant use of them.

– Finally, our complete experimental analyses em-

ploy three popular instances of MPI and explores

the distinct algorithms for the MPI Iallreduce

primitive in those to detect the best operation

depending on the number of nodes and message

size. Furthermore, we conduct the experiments

on a couple of recent Infiniband network techno-

logies: QDR and EDR.

The rest of the paper is organized as follows. In

Section 2 we provide a brief review of related work.

In Section 3 we include a discussion of some popular
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algorithms for implementing a global reduction to-

gether with their theoretical costs. In Section 4 we

conduct an analysis of these algorithms, and in Sec-

tion 5 we introduce our pipelined optimizations for

the MPI Allreduce collective communication prim-

itive. In Section 6 we extend the pipelining technique

to other popular collective communication primit-

ives. Section 7, we apply these optimizations to the

TF+HVD DL environment. Finally, Section 8 sum-

marizes the conclusions of this work.

2 Related Work

2.1 MPI collective communication primitives

Since its initial appearance in the early nineties, MPI

[10] has evolved to integrate new functionality in

addition to many optimizations. One relevant ex-

ample is the design of efficient algorithms for collect-

ive communication primitives (CCPs) in line with [9,

30]. In particular, the former work 1) formalizes the

theoretical analysis of CCP, focusing on simple and

effective solutions that generalize to multidimensional

meshes and hypercubes; and 2) shows how the al-

gorithms for a given CCP can be organized into

parameterized families, which then expose the keys

for performance. In the latter work, the authors pro-

pose new algorithms to improve the performance of

CCPs, for clusters connected by switched networks,

pursuing either the minimization of latency for short

messages or the reduction of bandwidth use for long

messages.

Other work aimed at improving the CCPs per-

formance act at node level. In particular, in [21,22],

shared-memory is exploited to boost intra-node com-

munication; and in [33] the reductions are performed

by means of AVX-512 instructions.

There exist a few works that specifically evaluate

and/or improve the MPI CCPs for DL, for example,

taking into account the special characteristics of the

messages that are exchanged in this type of applic-

ations [3, 4, 18, 23]. In addition, MPI-based software

has been developed for distributed DNN training; for

example, MVAPICH2-GDR1 from Ohio State Uni-

versity or oneAPI2 from Intel.

1 https://mvapich.cse.ohio-state.edu/
2 https://github.com/oneapi-src

2.2 Pipelining for MPI CCPs

MPI was originally conceived with a strong focus

on the efficient exchange of small messages. In con-

sequence, the adoption of MPI in DL forced developers

to study how to reduce the overhead of MPI for

large messages. A step in this direction consists in

dividing the transfers into a collection of smaller

messages, yielding a pipelined (or segmented) com-

munication scheme. In [32], the authors performed

a manual segmentation for MPI Reduce, MPI Bcast,

and MPI Allreduce when communicating data among

a few graphics processing units (GPUs) in the same

node. In [31], the authors presented a pipelined data

transfer mechanism for processes running on the CPUs

of a single node. In two recent works [16,17], the au-

thors present a pipelining approach for two CCPs:

MPI Allgather and MPI Allgatherv with message

sizes up to 64 and 8 MB, respectively, in a cluster.

In [2], a variant of pipelining is obtained by sli-

cing the network (by means of virtual LANs) in or-

der to exploit the full network bandwidth for data

broadcasting.

Compared with previous work, we address the

application of pipelining to optimize a blocking Allre-

duce, for very large messages, of up to 1 GB, in the

context of distributed DNN training on clusters of

computer nodes. In addition, we demonstrate that

the same technique renders appealing benefits for

some collective primitives, such as MPI Bcast and

MPI Reduce scatter, but not for other cases, such

as MPI Allgather, due to their implementation in

current MPI libraries.

3 MPI Algorithms for Allreduce

The term “reduction” is frequently used in DL and

DNN frameworks to refer to the global update of

the DNN model parameters (i.e., weights and biases)

that is necessary at each iteration of the synchronous

version of the training process. In practice, this re-

duction is performed using the conventional (block-

ing) MPI Allreduce CCP which, depending on the

MPI library, is realized via different algorithms [9,

30]. In this section we review some of the most com-

mon algorithmic realizations of MPI Iallreduce, to-

gether with their theoretical cost. We note that the

non-blocking primitive can be easily leveraged to

mimic the behaviour of the blocking-counterpart, by

simply adding a proper synchronization after it.
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3.1 A family of algorithms

There exist a number of instances of the MPI lib-

rary, with some prominent examples being Open-

MPI,3 MPICH,4 MVAPICH,5 and Intel MPI.6 All

these implementations adhere to the functionality

and specification defined by the MPI API, while dis-

tinct realizations of the standard vary in the imple-

mentation of the primitives and, quite often, the per-

formance they attain.

The MPI instances usually optimize the CCPs

via the implementation of a variety of algorithms

(or communication schemes), in principle selecting

the most appropriate option at execution time de-

pending, for example, on the message size, number

of processes, network topology, etc. For the particu-

lar case of (the non-blocking) MPI Iallreduce, the

following list briefly describes some of the most pop-

ular algorithms (see [9,12,30] for additional details):

1. RDB (Recursive doubling): Initially, the processes

that are a “distance” 1 apart (i.e., with rank iden-

tifiers that differ only by 1) exchange (and re-

duce) their data. Next, the processes that are a

distance 2 apart do the same with the complete

data they own after the first exchange. This is

repeated for processes which are at distances 4,

8,. . . apart, till all processes have received (and

reduced) all the data.

2. RSA (Rabenseifner’s algorithm): This algorithm

performs a Reduce-Scatter exchange followed by

an Allgather. For this, the algorithm uses a com-

bination of recursive-vector halving and recur-

sive-distance doubling for the Reduce-Scatter sta-

ge, and recursive-doubling for the subsequent All-

gather.

3. RNG (Ring): The message size is divided into one

segment per process and each process then sends

its segment to the next process, where it is re-

duced with the local data. Once this step is com-

plete, the process is repeated p−1 times. Finally,

an Allgather is applied.

4. BIN (Binomial tree): The processes first perform

a common (reverse) binary (or binomial) tree-

based reduction to a specific process, to then

3 https://www.open-mpi.org
4 https://www.mpich.org
5 https://mvapich.cse.ohio-state.edu
6 https://software.intel.com/content/www/us/en/

develop/tools/oneapi/components/mpi-library.html

broadcast the result back to all processes using a

binary tree-based broadcast.

The above-mentioned algorithms are not exclus-

ive of MPI Iallreduce. In particular, its blocking

counterpart is frequently implemented using the same

algorithms (together with other options) [6]. Non-

etheless, one major difference between the blocking

and non-blocking variants is that, in MPI Iallreduce,

once all operations (communication and computa-

tion) are pushed to the scheduler, the control imme-

diately returns to the user’s application process. In

comparison, for the MPI Allreduce case, this control

is only returned when all the operations are com-

pleted by the current process. A second difference

lies in the specific peer-to-peer primitives that are

utilized in each case.

3.2 Theoretical cost analysis

Id. Alg. Latency Bandwidth Arithmetic
×α ×β−1 ×γ−1

1 RDB log p n log p n log p

2 RSA 2 log p 2n p−1
p

np−1
p

3 RNG 2(p− 1) 2n p−1
p

np−1
p

4 BIN 2 log p 2n log p n log p

Table 1 Theoretical cost of common algorithms for MPI -

Iallreduce.

Let us consider a collection of n · p data items,

evenly distributed across a platform consisting of p

nodes, with a single MPI process running on each

node. Furthermore, consider the link latency is given

by α (in seconds) and assume the link bandwidth,

denoted by β (in data items per second), is inde-

pendent of the message size. Assume also that the in-

terconnection network supports simultaneous trans-

fers between all pairs of nodes at full link band-

width. Finally, consider that each node can perform

γ arithmetic operations per second. Table 1 then

displays the theoretical cost of the afore-described

algorithms for MPI Iallreduce separated into their

latency, bandwidth, and arithmetic components. For

simplicity, in the table we assume that p is a power of

2. Otherwise, all logarithmic costs need to be roun-

ded up to the nearest integer. When the message is

large, as it is generally the case in the DNN train-

ing, the transfer cost is dominated by the bandwidth
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term and, therefore, the expressions in the table in-

dicate that the best options are RSA and RNG.

4 Performance Analysis of MPI Iallreduce

MPI is nowadays widely adopted for distributed pro-

gramming. However, our experience with several MPI

libraries is that the algorithms which are automat-

ically selected to execute the CCPs are often sub-

optimal for a considerable range of message sizes

and number of nodes [6]. One main reason is that,

while the theoretical cost models in Table 1 a priori

identify the best algorithm(s), the experimental res-

ults may differ significantly for a number of causes.

At this point, we recognize that most MPI instances

were implemented with the target of optimizing the

exchange of small messages on a reduced (usually,

an integer power of two) number of nodes. This does

not reflect the usual scenario in the case of DNN

training.

In this section we conduct a complete evaluation

of the algorithms for MPI Iallreduce in three well-

know, widely-used MPI libraries, and compare the

available options with the automatic selection made

by the library (hereafter referred to as AUTO), so as

to asses if it selection is properly done.

4.1 Experimental setup

For our evaluation, we employ OpenMPI 4.1.0rc,

MPICH 3.3.1, and Intel MPI 2020. The cluster plat-

form for these experiments consists of 9 nodes equi-

pped with 2 Intel Xeon Gold 5120 CPUs (14 cores

each, for a total of 28 cores per node) at 2.20 GHz,
192 GB of DDR4 RAM, and an NVIDIA V100-PCIe

GPU with 32 GB of HBM2 memory. The nodes are

connected via an InfiniBand EDR network with a

link latency of 0.5 µs and a link bandwidth of 100

Gbps.

In all experiments in this paper, the performance

reported for a given algorithm is calculated as the

throughput rate that is obtained by dividing the size

of the message n (in bytes) with the time required

to complete the global reduction. The tests are re-

peated a large number of times and the execution

time corresponds to the average cost. As we are deal-

ing with non-blocking primitives, each call is paired

with its corresponding synchronization (MPI Wait)

in order to ensure that the execution is complete

prior to measuring the execution time. About the

selected metric, on the negative side, the actual num-

ber of transferred bytes during the reduction is con-

siderably larger. Therefore, the transfer rate repres-

ented with this metric is in general quite below the

actual network bandwidth. On the positive side, the

metric is inversely proportional to the execution time

for all algorithms and libraries and, therefore, sets

the grounds for a fair comparison of these.

4.2 Analysis

In Figure 1, we display the throughput rates (meas-

ured in millions of bytes per second, or MB/s) at-

tained by the algorithms for MPI Iallreduce. This

comparison includes the distinct algorithms in Open-

MPI, MPICH, and Intel MPI, and is conducted using

8 and 9 MPI processes/nodes. (The latter configura-

tion is chosen to evaluate the effect of executing the

algorithms with a number of nodes that is not an

integer power of two.)

The first factor exposed by the charts in Fig-

ure 1 is the distinct number of algorithms depend-

ing on the specific MPI library: While OpenMPI and

MPICH integrate a reduced set of options (4 and 5,

respectively), Intel MPI spans a much larger number

of possibilities (a total of 9).

This study reveals that the best option is in gen-

eral given by the RNG algorithm in OpenMPI. Al-

though Intel MPI also implements that particular

algorithm, it does not achieve a comparable through-

put. In contrast, MPICH does not offer a realiza-

tion of this algorithm. Analyzing the AUTO selec-

tions, all three MPI instances select RSA (one of the

two best option for large messages, from the the-

oretical point of view; see Table 1). However, this

choice corresponds to the actual optimal option only

for MPICH. This experiment clearly shows that a

correct selection of the algorithm can significantly

improve performance. Taking into account the con-

siderably higher performance attained with Open-

MPI, for brevity in the remainder of the paper we

exclude MPICH and Intel MPI from the discussion.

The complete results using these two other libraries

can be found in Appendix A.

5 Pipelined MPI Iallreduce

Although the MPI Iallreduce CCP is usually viewed

as a “monolithic” operation, its realization comprises
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Figure 1 Performance of the algorithms in OpenMPI, MPICH and Intel MPI for MPI Iallreduce (top, middle and
bottom, respectively) using 8 and 9 nodes/processes (left and right, respectively).

a sequence of intertwined communication exchanges

and arithmetic computations. Specifically, this CCP

consists of a set of calls to the non-blocking peer-to-

peer primitives in the MPI API for sending and re-

ceiving data, MPI Isend and MPI Irecv respectively,

plus a few simple arithmetic computations. All these

are passed to a communication runtime scheduler

(and the associated thread) so that the application

thread which invoked MPI Iallreduce can continue

with the execution of the user’s code while the non-

blocking data transfers are performed.

The possibility of overlapping communication and

computation, in addition to a potential infra-utiliza-

tion of the network bandwidth, offer appealing niches

for performance improvement, especially for large

messages. In this section, we explain how address-
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1 int MPI_Piallreduce_fsize(TYPE * in , TYPE * out ,
2 size_t s, MPI_Comm comm , int segsize ,
3 MPI_Request * request , MPI_Status * status)
4 {
5 int h;
6 int numseg = ( s <= segsize) ? 1 : s/segsize;
7 if (numseg > 1 && s % segsize != 0) numseg ++;
8

9 size_t sent = 0;
10 for(h=0;h<numseg -1;h++)
11 {
12 MPI_Iallreduce( &in[h*segsize],
13 &out[h*segsize], segsize , MPI_TYPE ,
14 MPI_OP , comm , &request[h] );
15 sent+= segsize;
16 }
17 h=numseg -1;
18 MPI_Iallreduce( &in[h*segsize],
19 &out[h*segsize], s-sent , MPI_TYPE ,
20 MPI_OP , comm , &request[h] );
21 return numsegs;
22 }

Listing 1 Pipelined global reduction with fixed message
size.

ing these weakness via the concurrent execution of

multiple MPI Iallreduces improves performance.

5.1 Pipelining with fixed message size

In order to obtain a pipelined variant of the global re-

duction, we can divide (that is, partition or segment)

the original exchange into several non-blocking calls,

as shown in Listing 1. There, we split the message,

consisting of s bytes, into several segments (or chunks)

of segsize bytes each (except, possibly, for the last

one), and perform numseg = ds/segsizee consecut-

ive invocations to the non-blocking MPI Iallreduce

CCP, that is one per segment, to initiate the ex-

change of the corresponding segment. Note that the

routine returns the number of segments so that a

conventional blocking behaviour can be achieved by

simply invoking the synchronizing MPI Waitall.

Figure 2 reports the effect of pipelining with a

fixed message size, applied to the AUTO and RNG al-

gorithms for both 8 and 9 nodes. For the AUTO op-

tion (RSA for OpenMPI), these results show a per-

formance gain for the pipelined variants of about

250 MB/s for message sizes larger than 32 MB and

8 processes. From that size and beyond, dividing the

message into 32 MB segments is one of the best op-

tions. For AUTO and 9 processes, the performance

gain of the pipelined realizations is slightly higher:

from 800 MB/s up to more than 1,200 MB/s. For the

best algorithm (RNG for OpenMPI), the pipelined

variants generally outperform AUTO by a factor of

2×. In addition, dividing the message into several

1 int MPI_Piallreduce_fconc(TYPE * in, TYPE * out ,
2 size_t s, MPI_Comm comm , int numseg ,
3 MPI_Request * request , MPI_Status * status)
4 {
5 int h;
6 if(s < numseg){numseg =1;}
7 size_t segsize = s/numseg;
8

9 size_t sent = 0;
10 for(h=0;h<numseg -1;h++)
11 {
12 MPI_Iallreduce( &in[h*segsize],
13 &out[h*segsize], segsize , MPI_TYPE ,
14 MPI_OP , comm , &request[h] );
15 sent+= segsize;
16 }
17 h=numseg -1;
18 MPI_Iallreduce( &in[h*segsize],
19 &out[h*segsize], s-sent , MPI_TYPE ,
20 MPI_OP , comm , &request[h] );
21 return numseg;
22 }

Listing 2 Pipelined global reduction with fixed degree of
concurrency.

segments allows to maintain the asymptotic exchange

throughput at 4,000 MB/s, whereas the original prim-

itive falls from a peak of 3,500 MB/s to 3,000 MB/s

or less for large messages.

5.2 Pipelining with a fixed degree of concurrency

An alternative to obtain a pipelined realization of

MPI Iallreduce is to divide the message into a fixed

number of smaller messages. For that purpose, we

employ the code in Listing 2, where we perform the

global reduction of a message, of s bytes, by means

of numseg calls to the non-blocking MPI Iallreduce

CCP, one per segment of segsize = s/numseg bytes

(except for the last one, which has to take into ac-

count the possibility of the message size not being

an integer multiple of the number of segments). Note

that the number of primitives which are concurrently

executed in this scheme is fixed. The routine also

returns the number of segments so that a block-

ing behaviour to allow a straight-forward realiza-

tion of a blocking behaviour via the invocation to

MPI Waitall.

Figure 3 illustrates the impact of pipelining with

a fixed degree of concurrency. The two top charts

in the figure confirm that the AUTO algorithm (for

OpenMPI, RSA) only benefits from this type of pipe-

lining for messages of size larger than 32 MB. In

contrast, the pipelined RNG algorithm (see the bot-

tom two charts) already improves the performance

for messages of size larger than 2 MB. In addition,

these charts expose that it is possible to accelerate
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Figure 2 Performance of the AUTO and RNG algorithms in OpenMPI (top and bottom, respectively) using 8 and 9
nodes/processes (left and right, respectively). The NBL(AUTO) and NBL(RNG) labels correspond to the evaluation of
the original MPI Iallreduce primitive; the labels of type XMB indicate the pipelined variant MPI Piallreduce fsize

with segment size segsize=X MB.

the throughput by up to 25% applying this type of

pipelining.

Taking into account that the RNG algorithm out-

performs AUTO by a factor of two, pipelining the
RNG algorithm for large messages improves the com-

munication performance of the automatic selection

from 1,400 to 4,000 MB/s for 8 processes and from

800 to 4,000 MB/s for 9 processes.

Both pipelining techniques have demonstrated sig-

nificant performance advantage with respect the con-

ventional MPI Iallreduce. However, when dealing

with an application where the message may vary in

size from one transfer to another (as it is the case

of DNN training), it is more convenient to apply the

pipelining with a fixed degree of concurrency. In this

scenario, a solution based on a fixed-size segment

may result in an elevate number of messages if the

size is too small, constraining the performance as it is

shown in Figure 2. In consequence, in the remainder

of this paper we will consider only the variant that

applies pipelining with a fixed degree of concurrency.

5.3 Identification of the source of gains

We next present a simple experiment that demon-

strates the communication-computation overlap that

takes place when splitting the reduction primitive

into multiple smaller calls. For this purpose, we have

modified OpenMPI to eliminate the arithmetic com-

putations that occur inside the MPI Iallreduce prim-

itive by omitting the submission of the correspond-

ing arithmetic tasks to the communication scheduler.

Figure 4 shows the throughput rate for the RNG

algorithms with and without the arithmetic oper-

ations which are necessary for the reduction. The

lines labeled with the NOOP suffix correspond to

the modified OpenMPI routine without arithmetic

operations. The lines with labels NBL and NBLx4
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Figure 3 Performance of the AUTO and RNG algorithms in OpenMPI (top and bottom, respectively) using 8 and 9
nodes/processes (left and right, respectively). The NBL(AUTO) and NBL(RNG) labels correspond to the evaluation of
the original MPI Iallreduce primitive; the labels of type NBLxY indicate the pipelined variant MPI Piallreduce fconc

with numseg=Y segments.

distinguish between the conventional and pipelined

variants. The direct comparison between the lines

with the NOOP suffix and the conventional variant

(label “NBL(RNG)”) exposes the contribution of the

arithmetic to the cost of the reduction operation,

which represents between 28 to 37% of the total ex-

ecution time.

Now, by applying pipelining, the difference with

respect to the NOOP versions is reduced, and the

fraction of time with non-overlapped communica-

tion-computation diminishes to less than 14%: com-

pare the lines with the NOOP suffix and the pipelined

variant (label “NBLx4(RNG)”. In summary, although

the pipelining does not totally overlap computation

with communication, it reduces the impact of arith-

metic on the global cost of MPI Iallreduce signific-

antly.

6 Extension of Pipelining to other MPI

Collectives

While our work was, so far, mainly focused in MPI Allreduce,

the MPI standard defines several other collective

primitives that involve multiple processes inside a

communicator. In this section, we evaluate the pos-

sibility of improving the performance of these other

primitives by pipelining their data transfers.

6.1 MPI Allgather

MPI Allgather performs an all-to-all communica-

tion where each MPI process broadcasts its portion

of the final result to the other processes. The lo-

gical communication pattern is thus similar to that

present in MPI Allreduce, as each MPI process con-

tributes a piece of the final result, except in that
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there is no reduction performed during the data re-

collection.

Figure 5 shows the result of applying pipelining

to the MPI Iallgather collective. All variants there

rely on a LIN-based algorithm, which turns out to be

the best option for this primitive. Unfortunately, for

this particular primitive applying, a pipelined com-

munication scheme does not render any performance

improvement. Even worse, in the case of 8 MPI pro-

cesses, the message pipelining reduces the perform-

ance for a certain range of message sizes. The reason

for this lies in the particular “linear” implementa-

tion of this primitive in OpenMPI, which implies

that segmenting the data transfers increments the

number of messages but does not render a higher

degree of parallelism among data transfers.

6.2 MPI Bcast

MPI Bcast is a popular collective primitive where a

message is broadcast from one single process to all

other processes participating in the communicator.

Figure 6 highlights the effect on performance of

exploiting pipelining in the asychronous variant of

this collective. In this case, the AUTO algorithm fol-

lows a CHAIN implementation which is already seg-

mented internally. Nonetheless, adding an extra level

of segmentation increases the performance from the

initial 2,400 and 1,900 MB/s to 3,500 and 3,250 MB/s

for 7 and 8 processes, respectively. In contrast with

the MPI Iallgather case, for the broadcast the com-

munication has a single original (root) process. In

consequence, splitting the message into smaller chunks

augments the number of concurrent data transfers.

6.3 MPI Reduce scatter

MPI Reduce scatter, as its name indicates, com-

bines a first stage that reduces the contents of a data

array into a single process, to then split (and scat-

ter) the result of the reduction among all processes

in the second stage.

Figure 7 displays the effect of applying a pipelined

scheme to the asynchronous version of this collect-

ive. The results expose two different scenarios: For

messages of size smaller than 16 MB (224 bytes), the

best option uses a single segment (i.e., no pipelining).

In contrast, for messages larger than that threshold,

segmenting the communication improves the total

performance by about 100 MB/s. As was the case for

MPI Allreduce, the performance gain comes from

the reduction stage, but the effect is mostly blurred

by the scatter stage if the data size is small. Note

that OpenMPI implements only one algorithm for

this primivite and, therefore, the AUTO option simply

relies on that.

6.4 Other collectives

The MPI standard also defines other relevant collect-

ive primitives: MPI Alltoall, MPI Gather, MPI Scatter,

and MPI Reduce. In this work though, we do not con-

sider them because of their similarities with the four

analyzed primitives. Specifically, MPI Alltoall and

MPI Gather are highly related with MPI Allgather

in the communication pattern; MPI Scatter is a “re-

versed” realization of MPI Gather, and therefore it is

also linked with MPI Allgather; finally, MPI Reduce

is a “chopped” version of MPI Allreduce, where there

is a single reduction point and, given that the per-

formance gains for the latter mostly come reduction

part, we may expect a similar behaviour.

Some of the collective communication primitives

reviewed in this section are heavily leveraged in dis-

tributed training of DNNs. Specifically, MPI Allgather,

MPI Bcast, MPI Reduce scatter and MPI Allreduce

are employed for distributed DL frameworks that ex-

ploit model parallelism instead of the conventional

data-parallel approach [7].
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Figure 5 Performance of the LIN algorithm for MPI Iallgather in OpenMPI using 7 and 8 nodes/processes (left and
right, respectively). The labels of type NBLxY indicate the pipelined variant MPI Piallgather fconc with numseg=Y
segments.
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7 Acceleration of Distributed DNN Training

In this section we assess the benefits of the pipelined

communication schemes proposed in our work when

applied to accelerate distributed training of DNNs

on a cluster of computer nodes, possibly enhanced

with GPUs.

7.1 Experimental training setup

In order to illustrate the advantage of the new CCPs,

we employ TF 2.1.0 with Horovod (HVD) 0.20.3 as

the target framework for distributed CNN training.

In the experiments, HVD is compiled and linked with

OpenMPI 4.1.0 and CUDA support. For the eval-

uation involving GPUs, we also consider NVIDIA

NCCL 2.7.8 as an alternative communication layer.

For the computations, we use Intel MKL 2020 in

the case of CPUs and CUDA 10.2 and cuDNN 8.0

for GPUs. All the results are obtained using the TF

benchmark suite [14] executed with Python3.7.

To close this short review of the training setup,

we consider a testbed consisting of four CNN mod-

els: AlexNet [20], ResNet50 [13], VGG11 [27], and

ResNet110; and two datasets: Cifar10 [19] and Im-

ageNet [11].

Table 2 characterizes each DNN model-dataset

combination, indicating the total number of layers,

the amount of model parameters, and the floating

point operations (flops) per training iteration. (The

latter parameters is actually a function of the batch

size b.) For simplicity, we only report the number of

flops for the forward pass; the total amount flops for

a complete forward-backward iteration of training is

roughly obtained by multiplying this number by 3.

Model # of Params. flops
layers ×b

AlexNet 22 62,378,344 2,270,512,192
ResNet50 176 25,636,712 8,178,368,512
VGG11 30 132,863,336 15,218,180,096
ResNet110 393 1,747,898 506,832,128

Table 2 Characterization of the DNN models+datasets.
AlexNet, ResNet50 and VGG11 employ ImageNet and
ResNet110 is for Cifar10

Figure 8 reports the number of messages and

their size for the model-dataset pairs. We can clearly

observe there that each scenario exhibits quite dif-

ferent transfer requirements. At this point it is ne-
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cessary to point out that, in practice, frameworks

such as HVD group several consecutive “small” data

transfers into a single one to reduce latency. There-

fore, the number of messages per forward-backward

pass may be smaller than the amount of convolu-

tional and fully-connected layers for a DNN model.

(Concretely, HVD groups small data transfers into

64 MB data transfers.) Grouping messages into lar-

ger data transfers favors pipelining, as it increases

performance for messages of that size.

7.2 Brief discussion of TF+HVD

At each iteration, HVD exploits DP by distribut-

ing a global batch size of b · p samples among the p

processes/nodes; TF then performs the local compu-

tations corresponding to the forward pass and back-

ward propagation [29]; and HVD orchestrates the

global reduction necessary for the update of the DNN

model (that is, weight and biases) prior to the next

iteration.

The original version of HVD relies on the block-

ing MPI Allreduce primitive to perform the global

reduction. Furthermore, HVD off-loads the execu-

tion of these primitives to a communication thread,

which allows to overlap the operations that are ne-

cessary for the computational parts of the backward

propagation (performed by the application processes/-

threads and TF) with the communication for the

global reduction [8, 25].

In order to test our (non-blocking) pipelined CCP,

we developed a modified version of HVD that re-

places the blocking collective with an adaptation of
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the code shown in Listing 2, followed by a wait syn-

chronization. The numerical behavior and, therefore,

the convergence rate of our TF+modified HVD ver-

sion is equivalent to that of the original TF+HVD

framework. In consequence, we can directly compare

the execution time of the two solutions for a spe-

cific number of training epochs (10 in the experi-

ments). To avoid variations, the framework is initial-

ized with the same random seeds, yielding the same

starting DNN model for the training process and,

consequently, the same training convergence (except

for the effect of rounding errors).

7.3 Cluster of multicore processors

Figure 9 illustrates the acceleration (or speed-up)

attained when replacing the conventional invocation

to (the blocking) MPI Allreduce in HVD, with the

blocking optimal algorithm for OpenMPI (that is,

RNG), the non-blocking counterpart, and the pipe-

lined variant (with the fixed concurrency degree set

to 4). The local batch size b for this particular ex-

periment is set to either 32 or 64. We note that,

increasing the batch size generally reduces the con-

tribution of the communication to the training cost

per iteration, but may increase the total time due to

a decay in the convergence rate.

The results in Figure 9 offer three main conclu-

sions: 1) The non-blocking MPI Iallreduce outper-

forms its blocking counterpart, likely due to imple-

mentation decisions of the internal peer-to-peer calls;

2) the RNG algorithm offers considerably higher per-

formance than the AUTO selection for this scenario;

and 3) applying pipelining significantly improves the

training performance of the framework.

In general, the performance gains vary depending

on the contribution of communication to the total

training cost, which in turn strongly depends on the

CNN model (and, of course, the cluster hardware

configuration). For example, applying the pipelining

techniques to a communication-bound testbed, such

as ResNet110 with Cifar10, improves the perform-

ance by a factor that is between 50% and 60%. Con-

versely, when the computation dominates the total

execution time (as, for instance, is the case for Res-

Net50 and VGG11 when trained with ImageNet),

the performance gain is more modest, in the range

between 5% and 22%.

7.4 Cluster of multicore processors with GPU

accelerators

In the last experiment, we investigate the impact

of pipelining on the training throughput when the

target cluster is equipped with graphics accelerat-

ors. For this particular case, in the comparison we

also consider an alternative where the communica-

tion layer provided by NVIDIA’s proprietary NCCL

library instead of MPI. NCCL provides highly effi-

cient primitives for Infiniband, with direct access to

the GPU memory and, therefore, is very difficult to

outperform by a “general-purpose” library such as

MPI. Nonetheless, we intend to verify whether it is

possible to reduce the difference between MPI and

NCCL by pipelining the communications.

Figure 10 reports the training throughput rate

(meassured in terms of number of images processed

per second, or images/s) and speed-up with respect

the conventional blocking implementation in HVD

based on MPI Allreduce. In this study, we only con-

sider the RNG algorithm since this has been iden-

tified as the best MPI-based option for this scen-

ario. As it already occurred when the experiment

did not exploit the GPUs, for those cases where

the communication is the bottleneck (e.g., AlexNet

and VGG11 with ImageNet), NCCL clearly outper-

forms any of the MPI configurations. Conversely, for

compute-bound training scenarios (e.g., ResNet50

with ImageNet and ResNet110 with Cifar10 and a

large batch size), the difference between NCCL and

MPI is negligible. The performance improvement when

pipelining is applied yields a speed-up of up to 60%

in the best case. If we compare the pipelined MPI -

Iallreduce version against NCCL, we observe that

it performs close to the NVIDIA solution, with the

difference narrowing as the batch size is increased.

At this point we repeat that augmenting the batch

size may affect the convergence and accuracy of the

training process, which often asks for a very fine-

grain, application-dependent, tuning of the learning

rate that needs to be dynamically varied as the train-

ing process evolves. Therefore, this is a complex tech-

nique which requires special knowledge and care.

8 Conclusions

We have reported notable improvements on the per-

formance of the blocking Allreduce via 1) an ad-

equate selection of the underneath algorithm; 2) the
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Figure 9 Speed-up of TF+HVD when the blocking AUTO algorithm for MPI Allreduce (BL(AUTO)) is replaced with
either the blocking RNG algorithm (BL(RNG)), the non-blocking algorithms (NBL(AUTO/RNG)), or the pipelined vari-
ants of the latter (NBLx4(AUTO/RNG)), using batch sizes of 32 and 64 (top and bottom, respectively), and 8 and 9
nodes/processes (left and right, respectively).

use of its non-blocking counterpart followed by a syn-

chronization primitive, to preserve the global block-

ing behaviour; and 3) pipelining the original call into

a collection of smaller collectives that accommod-

ates a better overlap of computation with commu-
nication, yielding a better utilization of the network

bandwidth. In general, the RNG algorithm tends to

be the best Allreduce option for the target data-

parallel TF+HVD framework but this is rarely selec-

ted as default algorithm and, in the case of MPICH,

not even implemented. Furthermore, we have demon-

strated that the performance advantages of the seg-

mentation/pipelining techniques carry over to other

relevant collective primitives.

These benefits have been demonstrated for MPI

via a experimental analysis but, more importantly,

also for a relevant framework for distributed train-

ing of DNNs: TF+HVD. For those training test-

beds where the communication plays a key role, on

clusters of multicore processors, the proposed optim-

izations of the MPI layer yield an acceleration of the

training performance for TF+HDV of up to 22% for

AlexNet and ResNet50; 15% for VGG11; and 50–

60% for ResNet110 with respect to the configura-

tion automatically selected by MPI. For platforms

equipped with GPUs, NVIDIA’s NCCL is still offers

the best communication layer, outperforming any of

the MPI-based solutions. However, the techniques

that have been proposed in this work help to close

the performance gap between NCCL and MPI by a

significant margin. In general, we can expect that the

segmentation/pipelining approach will benefit many

distributed applications that makes heavy use of col-

lective primitives.
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A Complementary Experiments

In this appendix, we assess the benefits of pipelining for a
variety of experimental configurations: MPI library, net-
work technology, network topology, and processor family.
In all plots, the BL(AUTO), NBL(AUTO) and NBL(RNG)
labels correspond to the evaluation of the conventional
MPI Allreduce collective and the original (non-blocking)
MPI Iallreduce; the labels of type NBLxY indicate the
pipelined variant MPI Siallreduce fconc with numseg=Y
segments.

A.1 MPI libraries

The target platform and libraries utilized in this first sub-
section are the same described in subsection 7.1.

Figure 11 shows that the performance gains attained
with pipelining are considerable for both the AUTO and
BEST algorithms in MPICH and Intel MPI. (Note that
for MPICH, AUTO corresponds to the RSA algorithm as
this is the best option. In consequence, we only provide
one row of charts for that MPI library.)

Figure 12 shows that pipelining also improves perform-
ance for legacy library versions. In this case, the results
were obtained with OpenMPI 4.0. Compared with the ver-
sion evaluated earlier in the paper (4.1), OpenMPI 4.0
does not allow to select a concrete algorithm for the MPI -

Iallreduce CCP.

A.2 Infiniband QDR

Figure 13 demonstrates that the efficiency of pipelining is
also visible in case the nodes of the target platform are
connected via an older Infiniband QDR switch. In this
case, the experiments were executed on a cluster with 15
nodes, each equipped with two Intel Xeon E5645 Westmere
processors (6 cores each) and 48 GB of DDR3 RAM memory.
The MPI libraries selected for this experiment were Open-
MPI 4.0.1, MPICH 3.3.2, Intel MPI 2019.

A.3 Network topology and processor family

Finally, Figure 14 reports the result of applying pipelin-
ing in the Marconi100 Supercomputer.7 This last experi-
ment was executed with up to 32 nodes, where each cluster
node was equipped with two IBM POWER9 AC922 pro-
cessors (3.1 GHz, 16 cores/processor) and 256 GB RAM
each. (A node of Marconi also includes four NVIDIA Volta
V100 GPUs, connected with NVLINK 2.0, and 16 GB.)
The Infiniband network in this system is configured with
a DragonFly topology (in all other experiments the topo-
logy was a Fat-Tree). The results confirm that a signific-
ant benefit can, again, be gained from pipelining for large
messages.

7 https://www.hpc.cineca.it/hardware/marconi
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Figure 11 Performance of the AUTO algorithm in MPICH (top), and the AUTO and RNG algorithms in Intel MPI
(middle and bottom, respectively) using 8 and 9 nodes/processes (left and right, respectively).
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Figure 12 Performance of the AUTO algorithm in OpenMPI (4.0) using 8 and 9 nodes/processes (left and right,
respectively).
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Figure 13 Performance of the AUTO algorithm in OpenMPI 4.0 (top), and the AUTO and RNG algorithms in MPICH
and Intel MPI (middle and bottom, respectively) using 8 and 15 nodes/processes (left and right, respectively).

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

2
27

2
28

2
29

B
an

dw
id

th
 (M

B
/s

)

Message size (Bytes)

BL (AUTO)
NBL
NBLx2
NBLx4
NBLx6
NBLx8

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

2
27

2
28

2
29

B
an

dw
id

th
 (M

B
/s

)

Message size (Bytes)

BL (AUTO)
NBL
NBLx2
NBLx4
NBLx6
NBLx8

Figure 14 Performance of the AUTO algorithm in OpenMPI (4.0) for large messages using 30 and 32 processes (left
and right, respectively).


